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How Janus came to be 

ÅNational Science Foundation grant to CU/NCAR 

group. 

ÅCU provided matching funds and a data center. 

ÅJune 2010 ï assembled and tested by Dell in 

Austin.  Number 31 on the Top-500 list. 

ÅInstalled in Boulder in Fall 2010. 

ÅCurrently operated by CU-Boulder Research 

Computing Group. 

ÅNow 164th-fastest in the world. 
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Vital statistics 
Å152 teraflops (trillion operations per second) sustained. 

Å1368 nodes in 17 racks.  12 cores per node => 16416 
cores. 

Å40 Gb/s Infiniband network interconnect. 

Å800 TB of high-speed scratch disk space. 
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CPU performance details 

ÅDell C6100 chassis holds 4 nodes. 

Å2 CPU sockets per node; Intel ñWestmereò 

processors at 2.8 GHz; 6 cores per socket. 

Å24 GB RAM per node; 2 GB per core. 

ÅDiskless ï OS image loaded into RAM. 

ÅRedHat Enterprise Linux. 
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Network interconnect details 

ÅKey to parallel performance! 

ÅQuad-Data-Rate Infiniband (ñ40ò Gb/s). 

ÅNode-to-node latency of about 1-3 microseconds. 

ÅNonblocking ï Fat Tree topology. 

ÅMessage passing interface (MPI) with Remote 

Data Memory Access. 

ÅBulky copper cabling to each node is a challenge 

in terms of space and airflow. 

Å3 racks of core Infiniband switches, plus 4-5U of 

distribution switches per compute rack. 
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Storage details 

 

ÅLustre parallel 

filesystem. 

ÅMain storage is about 

600x 2 TB SATA drives.  

800 TB total usable. 

Å12-15 GB/s total 

throughput. 

ÅConnected to nodes via 

Infiniband network. 

Å2 racks DDN ExaScaler. 
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